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(15) Can a Meta-analysis Determine Whether the Effects of
Homeopathy Differ From Those of Placebo?

Description

Some Basic Considerations on the Methodology of Meta-analysis and Its Limitations and Possibilities

We all know those snapshots of peoplein motion. The more dynamic the motion, the weirder the shots §??
footballers with their faces contorted in rage, horses jumping with their eyes widened in fear, women who have
just seen something bad and express horror on their faces, our loved ones just popping some favourite morsel into
their mouths with their eyes closed and looking like they cand?? count to three. And we all know that such
snapshots say little about the dynamics that led to and from the image, and only in exceptional cases do they say
anything about the essence of the person depicted.

Similarly, meta-analyses are snapshots in a dynamic process. In the ideal of theory, they summarize different
studies and distil out a &?2trued? effect size that is hidden in the noise of individual studies, in their lack of
statistical power, or in random fluctuations. But thisideal always assumes that there really is such athing as an
a??objectively true sized?. We take arain check on the examination of whether this assumption is reasonable. In
practice, however, it is more like this: there are series of studies, some positive, some negative, some undecided,
and depending on which one you have at hand at the moment, or which one you prefer, you decide on this or that
result.

Thatd??s where meta-analyses help to condense the results that are available at that very moment. But what if a
new study comes along? After al, it could be that a new study bringsto light different, new or completely
contradictory results. Thisis not uncommon in research. Suddenly, a new approach emerges and the results of a
meta-analysis crumble. Meta-analyses of anti-diabetic trials, for example, show that they have a considerable
effect in keeping blood sugar in check. But foolishly, they increase mortality, something they should have
prevented in the first place. Thatd??s just one example.

[raw]
Info box: What is a meta-analysis? (click to expand)

Meta-analysisis a statistical method of summarizing the data from individual studies and distilling from them a
statistical parameter, known as an 8??effect sized?, which summarily represents the effect of the studies
investigated as a mean effect of all studies. By calculating an estimation error, it is also possible to determine
whether the effect sizeis statistically significant, i.e. whether it can be distinguished from a purely random
fluctuation, and how great the probability is that we are not dealing with arandom fluctuation. Thisis essentialy
related, as with all statistical tests, to whether the effect sizes examined point roughly in one direction and how
many studies were included in the investigation and how large they were. This does not affect the question of how
large the effect detected is, whether it has any practical relevance or not. That depends a bit on the question of the
meta-analysis. Was the analysis carried out to find out whether there is an effect at all? Does one want to know
whether the expected effect is somewhat useful? Or do you have completely different questionsin the
background?
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The meta-analysis essentially answers two questions:

1. isthererealy astatistically significant effect across the studies examined?
2. how large isthe effect across all studies?

Asisoften the case in research, it leaves the interpretation to the researcher or the readers of the analysis.
[/raw]
[raw]

Info box: What are effect sizes? (click to expand)

Effect sizes are parameters that summarize the effect found in a quantitative study and make it comparable
between studies. There are essentially two families of effect sizes: those that express the magnitude of a
correlation and are expressed as a correlation coefficient 8?2r&?. This varies between -1 and +1 and expresses the
strength of the correlation between two variables. Such analyses are common in psychology and the social
sciences. They are used when the underlying studies include correlation measures, such as: How big isthe
correlation between personality variables, social characteristics and school success. The second family expresses
characteristics of difference, such as when the underlying question is whether an intervention is successful and
thus a treatment group and a control group differ. Such effect size measures are either summarized as an 4??odd
ratiod? if they are dichotomous variables used to measure success, or as an effect size 822da?» (for difference) if
the summary outcome variables are continuous. A variance of 822da? is &??Hedged??s ga?. Effect sizes express,
in a standardized number, the size of the effect of a study and, as a pooled effect size, the mean effect size of the
studies taken into account.

[/raw]

A new meta-analysis hasjust been published that tries to answer the question: do individualized homeopathic
medicines work better than placebo [1]. It collected al studies that used homeopathic medicines in some form of
individualized way, 32 in total, excluded those that could not be analysed and came to a positive conclusion:
individualized homeopathy, it found, can be distinguished from placebo.

The so-called odds ratio was 1.53 for all studies and 1.98 for the three studies with the most reliable data. An
a??odds ratiod? is an effect size measure that relates binary, or dichotomous, data. It is the ratio of those who
improved to those who worsened or did not improve in one group relative to the number of those who improved
relative to those who worsened in the other group. If these ratios are the same in each group, the odds ratio is 1.0.

This makes sense: if 20% are improved in one group and the other group is also improved, then the ratio of 20/20
isequal to 1. So arithmetically, that would be 20/100 : 20/100. That is how the odds ratio is defined. Now, it is
easy to see from this that this measure is convenient in that it is independent of how large the respective numbers
in the groups were; for 2/10 : 20/100 would equal 1.0 just as much as 2/10 : 200/1000.

What is also handy is that these numbers are independent of how accurately the results were determined. For
example, it could be aratio of 20 sick to 100 improved, or 20 dead to 100 alive, or 20 people whose intelligence
guotient is greater than 130 to 100 whose intelligence quotient is less than that, or any other criteria determined in

any way.
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Thata??s another nice thing about meta-analyses: they trandate individual study results into independent,
abstract metrics. The above figures of an odds ratio of 1.53 resp. 1.98 can be interpreted as follows: a person in
the treatment group &?? in this case 8??individualized homeopathy&a? 4?? has a 53% higher chance of being
considered improved with the criteria presented than in the placebo group, resp. a 98% higher chance. One can
also use a meta-analysis to determine the statistical significance of the common number found.

Thisworksin the same way as other significance tests. you calculate the so-called standard error and use it to
determine the range within which 95% of all valueslie (see my blog on statistics). If this so-called confidence
range excludes the value 1.0, i.e. the value at which there is no effect, then the mean parameter found, in this case
the oddsratio of 1.53, is &??significanta?, i.e. lies with 95% probability within arange that excludes the zero
effect. That isindeed the case here.

In thisrespect, theresearchersarejustified in saying, individualized homeopathy is obviously different from
placebo. And that thisis the case in the studies that investigated individualized homeopathy. And only in the ones
that were summarized in that meta-analysis. As soon as one, two or more studies are available that have a
drastically different value, this summary can shift again. Leta??s remember the photographs of moving people or
animals.

So the scope of the analysis depends very much on the studies included. The authors have done avery clean job in
that &?? thisis a prerequisite 4?7 they have defined beforehand exactly which studies they want to include and
exclude. After all, if they did that afterwards, they would be able to concoct the results.

What this means exactly, | will briefly demonstrate with two examples. In my view, my own study on
classical homeopathic therapy of chronic headachesis still 8?? | say this quite immodestly &?? one of the most
methodologically elaborate clinical studies that have investigated classical homeopathy [2]. Unfortunately, it is
also one of the studies with the largest negative effect sizes (about d = -0.5; | will say more about this measurein
amoment). This means that its effect points in the &2wronga?e direction, because in this study the placebo group
actually tended to be better. Now, this study was not included in the meta-analysis presented here. Why not? |
asked myself and the authors. Quite simply, was the answer: we did not report means and standard deviations, but
robust values such as median and percentiles, and we also did not report statistics (because the values went in a
wrong direction from the hypothesis point of view and therefore no test was meaningful and necessary).
Therefore, the authors were also justified in excluding them, correctly and according to meta-analytical logic lege
artis. But what would have happened if these 8?? or even more 4?7 negative studies had been included in the
calculation? Possibly the effect would suddenly have disappeared. It can happen that quickly. After all, meta-
analyses are a mere snapshot in the stream of knowledge.

Another exampleis the preceding meta-analysis by Shang et al [3]. Unlike the analysis by Mathie and colleagues
that we discuss here, Shang et al did not apply any content or formal criteria. Rather, for reasons they never made
clear, these authors decided to use only a subset of the studies, namely atotal of 8 of the more than 120 studies
that were in their collection, for the meta-analysis. Officialy, they gave as a reason: those were the largest studies.

WEell, one can argue for that. But then why did they add my study [2] of all things. If you take any formal criteria
for &??sized?, then you could say: anything larger than 100 or 200 patients. Too bad, then they would have had to
leave mine out; it only had 98 patients. | have never been able to shake off the impression that this selection was
an arbitrary one: because with my study, the analysis remained below the significance threshold. If one orders all
studies by size and adds more studies, then the analysis suddenly becomes significant. At the time, LAY.dtke and
Rutten [4] were able to show thisvery clearly in a careful re-analysis.

That means. Whether one uses meta-analysis to conclude whether homeopathy can be distinguished from
placebo depends essentially on which studies one includes in the selection and which one leaves out. | do not
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mean to imply that Mathie and colleagues have manipulated anything. They strictly adhered to their protocol, as
Robert Mathie assured me explicitly in a correspondence. Since | know him well, | have no doubt about the
accuracy of this statement. From my point of view, the authors have been lucky. Let it be afew more or other
studies, the situation could easily change.

Y ou can see thisin the fact that the predecessor meta-analyses come to completely contrary views, although they
have essentially the same data basis at their disposal: apart from Shang [3], there would be Cucherat and
colleagues [5] and Linde and others [6]. Where does this come from? Linde and colleagues decided to use as
much data as possible. That is actually the normal standard. And in doing so, they found arobust, statistically
significant effect.

Cucherat and others did use all the data too and got a significant result. But then they only used the studies they
considered a?he besta? and the significance melted away. But what constitutes 8?%the besta? studies is always a
matter of opinion. (See box 8??Study quality and meta-analysisa? below) That iswhy Mathie and Co. applied a
strict protocol in this new analysis and defined beforehand how they wanted to proceed. And, importantly, they
have precisely described the intervention to be investigated: namely, classical individualized homeopathy. So only
those therapy studies were included that examined homeopathy applied according to Hahnemann. Thisislogical.

Because if you dond?? take into account the so-called &??model validityé?., i.e. whether what really happens or
ideally should happen in a study is actually represented, then logically you are investigating a chimera. Many
homeopathy studies have operationalized this suboptimally, i.e. they have answered and implemented the question
a?What exactly do we mean by homeopathy?a?e poorly. This new meta-analysis has now avoided that by looking
only at &??classical homeopathic individualized therapya?s.

The picture that presentsitself is, as| said, positive. Whether it will remain so will essentially depend on whether
further studies are added that confirm this picture. Personally, | am rather sceptical for theoretical reasons, but |
like to be surprised. Thisis also the reason why the Cochrane Collaboration regularly updates its reviews and
meta-analyses. Because when anew study comes along, the situation changes, sometimes drastically. Thiswas
shown, for example, with the analysis on Tamiflu and the neuraominidase inhibitors and may be repeated here
with homeopathy.

[raw]
Info box: criticisms of meta-analysis, study quality, designs (click to expand)

In my view, whether and how the strength of an individual study should be included in the meta-analysisis not
settled. This discussion was ultimately triggered by Eysenck with his criticism of meta-analysis, which he
described as an 877exercise in mega-sillinessa?. Because if you put nonsense in the front, you wouldn&?? get
anything clever out the back: &??garbage in, garbage outd?. The idea behind thisisthat if an individual study is
methodologically weak or unclean, the estimate of the effect size should not be taken into account at all, because
it isimpossible to know whether there is a connection with reality. Thisiswhy this extreme faction insists on only
really summarizing the very best studies, in the sense of a 8??best evidence synthesisa?e.

Thisidea cannot be completely dismissed and stands, for example, behind the considerations on limiting the data
basis by Cucherat [5]. On the other hand, there is the opinion that the amount of synthesized studies also averages
out the noise that comes from the fluctuations of methodologically poor studies, which therefore should be
included as much as possible. Thisiswhat the authors of the historically most influential meta-analysis on the
effectiveness of psychotherapy (which at the time had triggered Eysencka??s invective), Smith & Glass, did [14].
Especially when oneis at the beginning of aresearch development, such an approach makes sense. One can then
check in a so-called 8??sensitivity analysisa? what happens if one includes and excludes studies with a certain
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design or other characteristics and repest the analysis. Such a more exploratory approach then very often gives
valuable clues as to which factors influence the effect size, the so-called moderating variables.

Some authors choose to include only the most methodologically stringent studies in a meta-analysis and exclude
all studiesthat, for example, are not randomized or were not conducted against an active or placebo control. This
was also done in the analysis presented here by Mathie and colleagues. Elaborate meta-analyses code the study
quality with a very complex coding scheme, which of course has to be defined beforehand. If one wishes, one can
then express the study quality in anumerical value, which one uses to weight the studies. Then only the studies
that are really very good would be included in the analysis at 100% and the others with correspondingly less
weight. Wittmann and Matt did this at the end of the 1980s and were thus able to show that careful studies
document strong effect sizes of psychotherapy, whereas methodologically sloppy studies tend to leave
psychotherapy worse off [15].

The Cochrane Handbook and various recent analyses choose a middle course: they propose to assess the
individual studies according to their &??risk of biasd?, i.e. according to how great therisk is of being mistaken
due to expectations and such. In principle, thisis arough assessment of the internal validity of a study. The most
important criteria are documented: whether a study was randomized or not, whether the allocation to the groups
was blinded, whether the participants and the investigators were blinded, whether there was a high drop-out rate
(this provides information about the quality of the organization of a study and the acceptance of the intervention).
Sometimesiit is also documented whether target criteria were set a priori. One can then use these assessments
descriptively, or one can use them to cal cul ate sub-analyses with subgroups of studies, which provide information
about whether methodologically less stringent studies tend to overestimate the effect and thus whether
methodological quality plays arole or not. Sometimes it does, sometimes it does not. One must also look closely:
the authors do not always get these ratings right. Often assistants are used who know too little; or a study may not
report carefully enough, for example because it was only published as a 8??research letterd?e with little space. In
such a case, it would be necessary to obtain the information from the authors.

To process methodological study quality as a variable quantitatively, i.e. in the sense of weighting, is very time-
consuming. That is probably why very few authors do it. Many study details cannot be obtained from published
reports, but would have to be requested from the authors. Thisis usually only possible with recently published
studies.

This reasoning and these arguments are also used by some authors to reduce complexity and to apply relatively
strict inclusion and exclusion criteria. That makes life easier for them because less material has to be processed.
Whether they are doing right by the matter by doing so is quite another question. Personally, | dond?2 think it
makes sense to restrict meta-analyses only to randomized studies. Thisis because it takes away the possibility of
exploratory investigation of which variables contribute to the variation of the effect (see below: Homogeneity and
moderator anaysis box).

[/raw]

Oneother point | wanted to make: Mathie and colleagues used the odds ratio as ametric. Thisis, as| said, an
effect size related to dichotomous measures and variables. Such variables occur in nature, but are more likely to
be generated by us through reduction of information. They occur naturally when we consider properties such as
a??deada? and 4?7alived?. These are clearly dichotomous. But most other properties and variables are actually
naturally continuous: health and disease, for example, tend to be on a continuous spectrum, as do well-being,
energy, quality of life, severity of symptoms, perceived inner satisfaction, blood pressure readings, immunol ogical
parameters, intelligence, and so on. It is only our tendency to reduce information that then makes it something
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like: &@??healthy&? vs. 877sicka?., 87?has a diagnosisa?s or &?2does not have a diagnosisa?., 87?has a relapsed? or
a??does not have arelapsed?, a?7is cleverd? or 4?7is stupida?s, 4?7is happya? and &??not depresseda?s or
a??2unhappya? and &a??depresseda?s.

We see: Asarule, the use of a dichotomous measure, and thus of the odds ratio as aratio, is due to information
reduction and occurs naturally only where mortality or the occurrence of a series of events 8?? hospitalization,
surgery or rehab needed 8?7 is dichotomously scored. Doctors like to do this because they think it increases
clinical relevance. After all, in medical practice, decisions have to be made that are also dichotomous. Do we
operate or not? Do we give medication or intervention or not? Does the person need to be monitored clinically, or
is he allowed to go home? And so some studies summarized in this meta-analysis are implicitly built on such
dichotomous outcome measures.

In very many cases, however, we use continuous measures. Thisis again a matter of academic culture.
Psychologists, for example, try to construct measures that are as continuous as possible, for example by
combining many individual questions, so-called 8?2temsa?., to produce a continuous value on ascale. Thisis
donein classical tests such asintelligence tests or personality questionnaires. But also with so-called clinical
outcome measures, which are supposed to measure clinical changes, such as depression questionnaires, quality of
life questionnaires, pain scales, symptom scores, wherever possible we try to map the continuity of what is
happening to us humans in continuous measures.

Then studies report, for example, different valuesin a measure of quality of life between two groups, or different
mean pain scores, or number of days a symptom occurred, and so on. In such cases, we are dealing with
continuous measures. These are usually reported as mean values found in a group, summarizing the values in that
group, and the dispersion of these values in a group. Sometimes robust measures are taken, such as the median,
which describes the point above which 50% of all measured values lie. If the distribution is regular, the mean and
median are usually very close. Only when there are large outliers does the mean overestimate or underestimate,
and then one prefers to take the median.

Such studies are summarized in a meta-analysis using the effect size measur e a??da?e (for a?2differenced?),
which is sometimes also referred to as 8?7?SDMa? (47?standardized mean differenced?) or in acertain form as
a??ga? if a22da? has been reduced by a factor that takes into account the different study size. | wrote about this
in some detail in my blog on 8??Powerd? (&??The Magic of Statisticsd?) and will just briefly repeat here:

a??da? is obtained by subtracting the mean values of the two groups from each other, i.e. by forming a difference
between the groups. This shows the size of the difference between the groups. If we were only dealing with values
of the same category, e.g. only blood pressure values, or only intelligence values, or only values of a certain
depression scale, then we could leave it at that, because we have quantified a difference. But because we often
have very different dimensionsin front of us, we have to come up with atrick to make the differences
comparable. Thisis done, for example, with the odds ratio, by looking not only at the improved patients in each
group, but at the improved patientsin relation to all patients.

With continuous measur es, one manages this trick of making comparisons by so-called a??standardizationa?
(hence SDM): one divides the difference by the standard deviation, i.e. the dispersion of the valuesin a group.
The dispersion is defined by the deviation of the individual values from the mean [7]. To make the differences
comparable, they are divided by the standard deviation and thus standardized. This means. one can compare the
differences from, say, differences measured in millimetres of mercury column, with differences measured with an
intelligence test or with differences measured with a quality-of-life scale. The difference is a dimensionless
number 4??da? that can at best be interpreted as a multiple number of a standard deviation. So my own studya??s
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negative effect size d=-0.5, mentioned above, was about half a standard deviation worsening for the treated
group.

Personally, | find meta-analyses based on effect size d a bit more informative. But essentially it depends on what
measures were used in the majority of the original and pooled studies. The approach of many meta-analysts now
isto include in their analysis only those studies that use or alow the measure they favour for calculation, and
ignore the others. Thisis bad practice. Some analyses then rather conduct two separate analyses, one for each
metric. Thisisapity, becauseit is precisely the strength of meta-analysisthat islost, namely bundling the
statistical power of the individual studies and thus arriving at a more compact statement. The meta-analytical
specialists usually transform the metrics into one another. There are various ways to do this. For example, one can
transform odds ratios and similar measures via an arcsine transformation into a value that can be interpreted as a
d-value. Or one can apply aformula presented by Hasselbald & Hedges[8], with which one can transform into
one direction and into the other, i.e. convert d-values into odds ratios and vice versa. To my knowledge, thisis
what Linded??s analysis [6] did. The analysis presented here used a simpler method published later, but also used
by the Cochrane Collaboration, which essentially provides good estimates [9]. Here, the transformation from
continuous values, i.e. d to odds ratio, was made awkwardly because, after all, most studies did indeed have
continuous outcome measures and information islost as a result.

I reproduce below the original graphic of the summary analysis:

Study Odds Ratio OR 95%—Cl
Continuous Outcomes

de Lange de Klerk (1994) e 1.67 [0.96; 2.89]
Jacobs (1994) —— 2.22 [1.00; 4.94]
Whitmarsh (1997) —— 1.72 [0.69; 4.34]
Chapman (1993) - 1.98 [0.72; 5.49]
Rastogi(a) (1999) e 1.36 [0.45; 4.10]
Rastogi(b) (1299) ———— 053 [0.17; 1.69]
Straumsheim (2000} — 0.80 [0.34; 1.90]
Yakir (2001) : 5.50 [0.96; 31.62]
Bonne (2003) s 0.87 [0.28; 2.73]
Bell (2004) —q 1.77 [0.66; 4.72]
Jacobs(a) (2005) —_— 0.80 [0.25; 2.57]
Jacobs(b) (2005) —_— 3.84 [1.08; 13.90]
Thompson (2008) —f—— 1.84 [0.66; 5.64]
Fisher (2006) S — 1.33 [0.34; 5.30]
Sajedi (2008) 0.55 [0.09; 3.34]
Siebenwirth (2009) 0.49 [0.07; 3.65]
RE Model <= 1.45 [1.12; 1.89]

Dichotomous Qutcomes

Kainz (1998) —— 1.41 [0.45; 4.45]
Jacobs (2001) — 1.84 [0.63; 5.36]
Cavalcanti (2003) . 3.50 [0.55;22.30]
Weatherley-Jones (2004) —1— 1.47 [0.82; 3.47]
Frass (20058) —_— 3.13 [1.10; 8.86]
Brien (2010) . 0.86 [0.16; 4.47]
RE Model —_— 1.80 [1.12; 2.87]
—REModel = 552281
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Fig. a?? So-called a??forest plota?e of the individual effect sizes and the averaged effect size: odds
ratio individualised homeopathy vs. placebo.

Thisfigureisstandard in meta-analyses. Leta??s give alittle attention to itsinterpretation. First, we see that
most studies used continuous outcome measures; however, they were transformed into odds ratios using the
transformation discussed above. Then in the lower section are the studies that do indeed report dichotomous
outcomes and are also correctly mapped with odds ratios. One could have imagined areverse procedure here. On
the left, the individual studies are named, each line represents a study and the number under the heading 8?7?0R&?
indicates the &2?0dds ratiod?. The graph in between shows the same number and the corresponding confidence
interval graphically asadot of different size. The 95% confidence interval, listed numerically in square brackets
next to the OR and graphically as a dash, shows how confident the estimate of the OR is and indicates the
individual significance of the study.

[raw]

Info box: the confidence interval (click to expand)

With the confidence interval, we need to keep the following in mind: Every characteristic value we estimate has,
compared to reality, a certain uncertainty of the estimate. For example, if we could test al the citizens of a city
with an intelligence score, or record their blood pressure, then the mean of the measured intelligence and its
dispersion in that city would be identical to the true mean and true dispersion (because every variable has a mean
in the population and a dispersion; after all, there are differencesin practically everything). Technically speaking:
the estimated or empirical value and the value in the population would be identical.

In other words, the variable (what is measured) and the parameter (what underlies what is measured) are then
identical. In practical terms, however, one will never be able or willing to capture all values. That isthe trick of
statistics, to avoid total surveysif possible. Thistrick ispaid for by the uncertainty of the estimate. It is
immediately obvious that the precision of the estimate is directly related to the size of the sample (and its
representativeness). For example, if we measure the blood pressure of al the people in acity, then our
measurement has no uncertainty and the mean blood pressure we measured isidentical to the mean blood pressure
of the population in the city. If we only do thisfor every 10th inhabitant, then we estimate the mean blood
pressure of the population on the basis of our data and of course have to reckon with an uncertainty.

Mathematically, thisis expressed by standardizing again, and in this case by taking the root of the total number of
our measurements. This means: the more values we have, the lower our estimation uncertainty becomes. The
confidence interval makes use of this fact. Because the standard error of the estimate, it is called, can in turn be
interpreted as following a standard normal distribution, where the standard error represents the standard deviation
of that distribution. Because the total area of the distribution is standardized and gives 47?147, the area under the
curve can be interpreted as the probability. Thus, with the help of this standard error, one can calculate under
which area 95% of all valueswill lie. Thisisaways 1.96 * standard error (which in this case represents the
standard deviation of this distribution) of all values to the left and right of the mean of this distribution, because
the area to the left of the ordinate points of + or 47? 1.96 together make up 5% of the area of the curve.

Therefore, one can interpret such confidence intervals in such away that 95% of all estimated values will lie
within these value limits, or, in other words, that one only makes an error in 5% if one saysthat the real valuelies
within this value range.

[/raw]
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So, in the meta-analysis example, the listed confidence range of the effect size estimate is the range in which
there is a 95% probability of finding the true value. Because the size of the underlying study isincluded in the
calculation of the standard error, these confidence intervals vary accordingly. Small studies, such as'Y akira??s
pilot study or Siebenwirthd??s study, have very large confidence intervals, while relatively large studies, such as
Elli de Lange de Klerka??s, have small confidence intervals.

In the graph, thelineissolid at the OR of 1. Thisisthe zero-effect line. It marks the value where thereis no
effect at all, namely at an OR of 1. Everything to the left of it denotes a negative effect, where a study shows
placebo to be better. Everything to the right of it demonstrates an effect. If the line of the confidence interval
crosses the zero effect line, the effect of the individual study isnot particularly clear or statistically significant.
One can immediately understand that this depends on two variables: how large the effect of the study is, and how
extended the confidence intervals are or how large the study is. Thisis another way of saying what | have already
said in my blog about statistical power (&??The Magic of Statisticsa?s): Whether a study becomes significant
depends on the effect size and the study size. We can see from the graph: few studies are independently
significant because they have large effect sizes.

Now, below the individual studies, we see a so-called &??diamonda?e. Thisis the estimator for the total,
averaged effect size of all the studies shown above, and its confidence range, also shown in brackets next to it. If
this does not cut the ling, i.e. the confidence range does not contain the value 8??1.087 or smaller, theniit is
statistically significant. We see two such summary estimators. above one for the studies with continuous outcome
with asignificant odds ratio of 1.45, below one for the studies with dichotomous outcome with an odds ratio of
1.80 (with alarger confidence interval, but also not cutting the line and therefore significant). And finally, an
overall estimate for all studies. Thisis also in the significant range, with an odds ratio of 1.53 and a confidence
interval that does not include 1.

Totheleft weread &??RE Model&?.. Thismeans: A statistical model was applied here that assumes arandom
effects model (RE model). This means the following: One could come up with the ideathat all studies that
investigate a certain question converge on a 8?2trued? value in the end. This would mean statistically: each study
can be expressed as a measured value plus a deviation from this true value, a so-called &??erroré?.. This
assumption is usually problematic because we do not know whether it isreally true. Therefore, a more
conservative, and in many cases more plausible, assumption is that a meta-analysis estimates values based on a
true value, together with an error, but all still varying by an unknown, random variation around this true value.
Why, we do not know, but we suspect that there is such variation. Thisisthe &2??random effectsd? model. It
manifestsitself in the fact that the estimate of the valuesis|less precise and is therefore statistically more
conservative. Practically, one aways adopts such a model when dealing with a very heterogeneous group of
studies, asisthe case here. So by using a &??random effectd? model like this, the estimate becomes conservative
and is therefore more credible.

Sofar, all iswell: we have a precise estimate of mean effect sizes of individualized homeopathy versus placebo,
showing that homeopathically treated patients have about 53% better chances of recovery than placebo-treated
patients, which is statistically significant. That&d??s not bad, | think. But what exactly does it mean? What does it

say?

For better orientation, we transform this OR [10] and get an approximated d = 0.235 or d = 0.23. Thisis arather
small effect. To be ableto classify it, we put it in relation. Stefan Schmidt has just published a basic introduction
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to the experimental effects of parapsychology [11]. Thereisasummary of effect sizes (all significant) of recent
meta-analyses within parapsychology, which | reproduce in excerpts:

Paradigm [12] Effect sized p-value

Presentiment (M ossbridge 2012) 0.21 2*10-12

DMILS (Schmidt 2004) 0.11 0.001

Remote Staring (Schmidt 2004) 0.13 0.01

Attention Facilitation (Schmidt 2012) 0.11 0.030

Table 2 4?7 Effect sizes of standard parapsychological experimental paradigmsin recent meta-
analyses

We see the effect size that homeopathy shows over placebo is slightly larger than the largest of the
parapsychological effects. What about clinical medicine? Here a recently published review helps us, that
compared the effect sizes of psychiatric-pharmacological interventions with those of all possible standard medical
procedures[13]. | reproduce the effect sizes described there in excerpts:

Disease pattern Effect sized
Blood pressure reduction: 0.54
Cardiovascular events: 0.16
Prevention of cardiovascular disease and stroke: 0.06 to 0.12
chron. Heart failure: 0.11
Rheumatoid arthritis (methotrexate): 0.86
Acute migraine: 0.41
preventive: 0. 49
Asthma: 0.56
COPD (chronic obstructive pulmonary disease): 0.36.; 0.20
Diabetes/metformin: 0.87
Hepatitis C: 2.27
Oesophagitis. (proton pump inhibitors) 1.39
Ulcerative colitis: 0.44
MS exacerbation: 0.34
Breast cancer (polychemotherapy): 0.24
Antibioticsfor otitis: 0.22
for cystitis: 0.85

For psychiatric disorders:
0. 30-0.43 (responder)

Schizophrenia 0.51-0.52 (rating)
i 0.32 (rating)
Depression: 0.24-0.30 (responder)
Relapse prevention: 0.53-0. 92 (with lithium)
o _ 0.44 (symptoms)
Compulsive disorder: 0.53 (response)
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0.40-0.53 (symptoms)

Bipolar disorder: 0.41-0. 66 (Response)

Relapse Prevention: 0.37-1.12
Panic: 0.41
Dementia: 0.26-0.41
ADHD: 0.78

Table 2 477 Effect sizes of selected medical interventions from meta-analyses, compiled from[13]
and excerpted; the different effect sizes for psychiatric interventions come from the fact that different
outcome criteria were used in one set of studies and accounted for differently in these meta-analyses:
Rating scores from questionnaires or clinical symptom scores, or responder analyses by clinical
criteria

We see two things from this comparison table: first, even in conventional medicine, effect sizesvary
enormously between asmall effect size of d = 0.11 in preventing heart failure or d = 0.06 in preventing stroke and
very large ones like d = 2.27 in hepatitis C (though only afew studies). The median effect sizeisd = 0.4. Theaim
of the study [13] wasto find out whether psychiatric interventions are comparable to conventional medical
interventions. They are and, however, have a somewhat smaller range of variation. But there are also relatively
marginally effective interventionsin psychiatry, such as the treatment of depression when a hard criterion (does a
patient have a positive response to therapy?) is asked, or in the therapy of dementia. Here, too, the mean effect
sizeof d = 0.4 is about equal to that of conventional treatments.

Homeopathy, then, with itsd = 0.23, does not look so bad. We must bear the following in mind when
interpreting this: The meta-analysis by Mathie and colleagues was deliberately designed to estimate effect sizes
conservatively. Many studies were not included in the analysis because they did not meet the criteria, precisely so
as not to dilute or inflate the effect. And the comparison takes place, as an expert once wrote to me, &??between a
placebo and another placebod?, because pharmacol ogically the homeopathic medicines contain &2?nothinga?s, at
least nothing that can be determined and weighed. And in this respect, this result is sensational from a scientific
point of view. For it should not have occurred at all.

Will it end the debate about homeopathy? Do we now know for sure that homeopathy is not a placebo? No, |
don&? think so. For one thing, a meta-analysis is one snapshot of a dynamic event. For another, the result
depends on so many presuppositions, on the inclusion and exclusion of studies, for example, that another working
group, using the same study material but with slightly different criteria or procedures, could come to different
results, as has often happened in other fields. Because, as most people overlook, meta-analyses are, in my view,
research tools that help us find new ways and clarify whether we already know enough in a pragmatic sense and
how this knowledge, cumulatively, isto be quantified. How this knowledge is then to be classified and evaluated
isacompletely different question. The answer depends on how large an effect has to be for usto be interested in
it, what other options there are for therapy, how costly they are, how fraught with side effects, etc.

Meta-analysiswas originally an invention of psychologists to settle the dispute over whether psychotherapy
works or not [14, 15]. It stimulated constructive dialogue, at least at that time. The original question has become
even more complex rather than answered. One could say: something about psychotherapy seems to work. But
what exactly? With whom exactly? With which method? And why? Such questions are usually investigated meta-
analytically through moderator analyses and then in further process research studies (see box moderator analysis).

[raw]

Info box: moderator analysis (click to expand)
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The studiesin a meta-analysis only scatter homogeneously around a mean if they all come reasonably from the
same population of studies, or, in other words, if they measure the same effect in roughly the same way. Thisis
expressed in meta-analyses by a homogeneity measure. There are several of these, but they all determine whether
the studies are highly heterogeneous. If agroup of studiesis heterogeneous, then in a meta-analysis you try to
elucidate this heterogeneity. This can be done by considering which descriptive variables 4?7 origin of the studies,
age, design characteristics, sample characteristics &?? are possibly responsible for this difference and then
calculating separate analyses for individual groups separately.

In Mathie and colleaguesa?? analysis, there was no heterogeneity. In our own meta-analysis on mindfulnessin
children [16], there was alot of heterogeneity. We were able to resolve it by noting that the studies with the
largest effect sizes all came from aresearch group that had studied particularly intensive training in rather older
adolescents. In this way, meta-analyses also help to clarify the significance of individual variables for the effect
under investigation, provided that the variable has been recorded beforehand and there are enough studiesin the
portfolio to calculate such analyses. The analysis by LAY.dtke and Rutten [4] can also be seen as a catch-up
moderator analysis to the meta-analysis by Shang [3], which shows that Shanga??s result is not robust enough to
pass as a scientific fact. Thisis because the aim of moderator analyses is to document the robustness of the
analysis against violation of assumptions or under different scenarios.

[/raw]

All these additional questionsare still hotly debated today, 35 year s after Smith and Glassa??s original
analysis. So can Mathied??s analysis settle whether homeopathy is placebo? No, it cand??t. But it does present
some good arguments that show that the question is not smply off the table. Because if it were, then we
wouldna??t necessarily have expected a significant effect size here. But why should that be? How can we explain
it? And: should we care? The analysis cannot answer all these questions.

In my opinion, they should be of interest to us. If the analysis had been about a normal, conventional medical
treatment method, where one thinks one knows the underlying pharmacol ogical mechanism and which isused in
every hospital, there would most likely have been acomment like: 82AVell, the effect is not as strong as we had
hoped for. But it is clearly significant and still better than placebo.&? Now, the intervention is known but
controversial, and we have no idea at all how it could work. That is precisely why the procedure, homeopathy, and
the result of the analysis should begin to interest us.

But this requires many other steps. Above al, a discourse on what makes afinding scientifically relevant. | think
the analysis at |east opens up the dialogue on this and has in any case robustly documented a finding that should
be of interest to all those who do not yet believe we already know everything. After al, how can it be that
something that is not there versus something that is not there produces a clear, statistically significant and also
clinically not irrelevant effect? What the meta-analysis tells usis that this effect occurs by chance in less than one
in 1000 cases. This does not rule out chance, but it does not make it particularly attractive as an explanation. What
can explain such an effect to us?

So meta-analysis opens up questionsrather than answering any. And asking questions has always been the
silver bullet of science: To not think you aready have answers to all the questions. Which we should leave to
dogmatics and religion. In this respect, meta-analysisis a scientific method. It usually produces more gquestions
than it answers, even if it answers some questions that were asked before. Now we know: statistically speaking,
individualized homeopathic therapy is rather not placebo therapy &?? at least with the data we have at the moment.
But that actually leaves us perplexed. Because now we might have to think about how that could be. Or do new
studies. Or both. It just never stopsa?!
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Thatd??s why those interested in definitively settling questions should become priests, not scientists.

Sour ces and r efer ences

1.

10.

11.
12.

Mathie, R. T., Lloyd, S. M., Legg, L. A., Clausen, J., Moss, S., Davidson, J. R., et a. (2014). Randomised
placebo-controlled trials of individualised homoeopathic treatment: sytematic review and meta-analysis.
Systematic Reviews, 3(142). doi:10.1186/2046-4053-3-142 [online verfAY.gbar]

Walach, H., Gaus, W., Haeusler, W., Lowes, T., Mussbach, D., Schamell, U., et a. (1997). Classical
homoeopathic treatment of chronic headaches. A double-blind, randomized, placebo-controlled study.
Cephalalgia, 17, 119-126.

Shang, A., Huwiler-MAYanteler, K., Nartey, L., JAYani, P., DAfrig, S., Sterne, J. A. C., et al. (2005). Are
the clinical effects of homeopathy placebo effects? Comparative study of placebo-controlled trials of
homoeopathy and allopathy. Lancet, 366, 726-732.

LAY.dtke, R., & Rutten, A. L. B. (2008). The conclusions on the effectiveness of homeopathy highly
depend on the set of analyzed trials. Journal of Clinical Epidemiology, 61, 1197-1204.

Cucherat, M., Haugh, M. C., Gooch, M., Boissdl, J. P., & HMRAG Group. (2000). Evidence of clinical
efficacy of homeopathy. A meta-analysis of clinical trials. European Journal of Clinical Pharmacology, 56,
27-33.

Linde, K., Clausius, N., Ramirez, G., Melchart, D., Eitel, F., Hedges, L. V., et a. (1997). Are the clinical
effects of homoeopathy placebo effects? A meta-analysis of placebo controlled trials. Lancet, 350, 834-843.
Mathematically precise, the scatter is determined as follows:. First, the differences of the individual values
from the mean value are formed and squared; thus, all negative signs disappear. Then these so-called
sguares of deviation are added up and averaged, i.e. divided by the number of differences or values that
have been included in the calculation. This means. here, too, a standar dization takes place on the number
of values; in this way, scattering of values in large and small samples becomes comparable. In order to get
back to the original metric a?? we sguared before 4?72 the root of this value is taken. The value found in this
way is called the &??standard deviationa?e. The initial value, i.e. the sum of the standardized and squared
deviations from the mean, is called &??variancea?..

Hasselblad, V., & Hedges, L. (1995). Meta-analysis of screening and diagnostic tests. Psychological
Bulletin, 117, 167-178.

Chinn, S. (2000). A simple method for converting an odds ratio to effect size for use in meta-analysis.
Statisticsin Medicine, 19, 3127-3131. An odds ratio isfirst logarithmised. Then it can be converted to an
effect size d by dividing the log odds ratio by 1.81, as well as the standard deviations. This approximates
the effect size d because the logistic distribution is quite similar to the standard normal distribution and, as
a projection, islinear everywhere except at the outer edges, with a variance of pi2/3-2, whichis 1.81. This
gives the confidence intervals of the standard normal distribution. Thus, the confidence intervals are
smaller because the statistical power increases.

(About the procedure as described in [9]: we take the natural logarithm of 1.53; result: 0.425. We divide
thisby 1.81: d = 0.235

Schmidt, S. (2014). Experimentelle Parapsychologie 422 Eine EinfAYhrung. WAYarzburg: Ergon, S. 99.
Presentiment studies are those in which a physiological measure is used to investigate whether people
anticipate scary images before they are shown. DMILS studies are those in which someone influences
another persona??s autonomic arousal over distance. Remote Staring are studies where one person looks
at anothera??simage on a screen, and autonomic arousal is measured in the person being looked at. And
Attention Facilitation is about a group of people across distance randomly hel ping another person to focus

Page 13

A®© Prof. Harald Walach


http://www.systematicreviewsjournal.com/content/3/1/142/abstract

PROF. DR. DR. HARALD WALACH
https://harald-walach.de https://haral d-walach.info

on a stimulus.

13. Leucht, S., Hierl, S., Kissling, W., Dold, M., & Davis, J. M. (2012). Putting the efficacy of psychiatric and
general medicine medicatin into perspective: review of meta-analyses. British Journal of Psychiatry, 200,
97-106.

14. Smith, M. L., Glass, G. V., & Miller, T. I. (1980). The Benefits of Psychotherapy. Baltimore: Johns
Hopkins University Press.

15. Matt, G. E. (1989). Decision rules for selecting effect sizesin meta-analysis: areview and reanalysis of
psychotherapy outcome studies. Psychological Bulletin, 105, 106-115.

Matt, G. E. (1997). What meta-analyses have and have not taught us about psychotherapy effects: A review
and future directions. Clinical Psychology Review, 17, 1-32.

Wittmann, W. W., & Matt, G. E. (1986). Meta-Analyse a's Integration von Froschungsergebnissen am
Beispiel deutschsprachiger Arbeiten zur EffektivitAat von Psychotherapie. Psychol ogische Rundschau, 37,
20-40.

16. Zenner, C., Herrnleben-Kurz, S., & Walach, H. (2014). Mindfulness-based interventions in schools 4?7 a
systematic review and meta-analysis. Frontiersin Psychology; 5: Art. 603. doi:10.3389/fpsyg.2014.00603 [
available onling]

Date Created
02.05.2022

Page 14
A®© Prof. Harald Walach


http://journal.frontiersin.org/Journal/10.3389/fpsyg.2014.00603/abstract

